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Abstract. Central bank communications are an important tool for guid-
ing the economy and fulfilling monetary policy goals. Natural language 
processing (NLP) algorithms have been used to analyze central bank 
communications, but they often ignore context. Recent research has in-
troduced deep-learning-based NLP algorithms, also known as large 
language models (LLMs), which take context into account. This study 
applies LLMs to central bank communications and constructs Central-
BankRoBERTa, a state-of-the-art economic agent classifier that distin-
guishes five basic macroeconomic agents and binary sentiment classifi-
er that identifies the emotional content of sentences in central bank 
communications. We release our data, models, and code. 

Keywords: Central Bank Communication, Sentiment Analysis, Multiclass 
Classification, Large Language Model, Monetary Policy.  

1 Introduction 

Today, central bank communications are considered an important monetary policy 
tool. Through communications, central banks have been said to guide the economy. 
Communications are supposed to help the central bank better fulfill monetary policy 
goals such as price stability, stable interest rates or employment. A burgeoning litera-
ture has explored the use of natural language processing (NLP) to analyze central 
bank communications. Most, if not all, of these studies rely on NLP algorithms that 
assume a bag-of-words structure. That is, the algorithms ignore context and instead 
analyze texts as a collection of individual words treated independently without regard 
for grammar or word order. More recently, research in computational linguistics has 
introduced deep-learning-based NLP algorithms often referred to as large language 
models (LLMs) due to their large number of parameters (up to billions). These algo-
rithms learn the syntactic and semantic relationships between words from a large 
body of texts. This allows them to take context into account. 
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The aim of this study is to apply LLMs to central bank communications. Using a 
sample of pre-labeled sentences from the Federal Reserve Bank (Fed), the Bank of 
International Settlements (BIS) and the European Central Bank (ECB), we construct 
the first economic agent classifier of central bank communications. This classifier 
distinguishes five basic macroeconomic agents in central bank communications: 
households, firms, the financial sector, governments, and the central banks them-
selves. It is our view that such a classifier is fundamental for analyzing central bank 
communications. Central bank communications do not take place in a vacuum. Mone-
tary policy may address different, and sometimes even opposing agents within the 
economy, so that signals that are relevant to one agent may be adversely relevant to 
another, or not relevant at all. Research that is interested in better understanding how 
central bank communications address different actors within the economy; whether 
communications exhibit a bias of some actors over others; and which actors in the 
economy are paying the closest attention to what a central bank says may find such a 
classifier particularly useful.  

Next, we may want to know whether a given communication emits a positive or 
negative signal about, and arguably to, the economic actor that a central bank is talk-
ing about. For this purpose, we have trained a binary sentiment classifier. The classi-
fier is able to distinguish sentences with regards to their emotional content. A word of 
caution on the interpretation of sentiment. In the literature, the emotional content of 
central bank communications is often equated with monetary policy stances. Positive 
emotions are then supposed to represent “doves”, i.e. central bankers in favor of ac-
commodative monetary policies, and negative emotions represent “hawks”, i.e. cen-
tral bankers in favor of restrictive monetary policies. While it may be generally useful 
to detect hawkish and dovish stances in central bank communications, we believe that 
it is misleading to attribute binary emotions to such stances. From a theoretical point 
of view, there is no reason to believe that a “hawkish” central banker will only talk 
“negatively” in all contexts. Indeed, if soft speech is like oil on bruised skin, hawkish 
central bankers would surely be well advised to speak positively on occasion without 
ever having to compromise their stance. Our sentiment classifier may be useful for 
research interested in monitoring how central banks feel about the constituents of the 
economy and whether these feelings manage to steer the economy in specific direc-
tions or not. 

The rest of this paper is structured as follows. In the first part we review some of 
the recent literature of central bank communication with a focus on the most common 
practices of natural language processing. In the second part, we give an overview of 
our data and labeling method. The third part presents the experiments and results of 
our classification model and its performance against other LLMs such as BERT, Fin-
BERT and XLNet as well as more traditional machine learning algorithms such as 
Naïve Bayes, Support Vector Machines or Random Forest. We conclude our paper 
with a few suggestions for the type of analysis our model could be used for.  
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2 Measuring Central Bank Communication 

Empirical analyses of central bank communication have relied on natural language 
processing (NLP) techniques to quantify textual information. Most studies employ 
NLP for downstream econometric purposes, which may be the reason why less time 
has been spent studying the accuracy of the linguistic models employed. In our view, 
NLP models that have been used so far in measuring central bank communications 
have failed on two fronts. First, they are unable to take into consideration the contex-
tual information of central bank communications and, second, they do not view com-
munication as an interaction between a speaker and an audience. The first problem 
would be less nagging if central bank communications were linguistically simple. 
Alas, they are not. The Flesch-Kincaid score, a test giving information on the easiness 
of understanding a text, of an average Fed speech requires a college degree (Siklos et 
al. 2018). As former Fed president Alan Greenspan quipped, “If you have understood 
me, I must have misspoken.” The second problem disregards the primary purpose of 
language, the transmission of information from one person to another. Empirical stud-
ies of central bank communication have been remarkably cavalier about defining the 
public a central bank is supposed to address. This is all the more surprising because 
many of the most widespread econometric models distinguish between different types 
of agents in the economy. It thus appears appropriate to proceed similarly when clas-
sifying the public central banks are communicating with.    

Sentiment analysis has become a popular method to evaluate the effects of infor-
mation contents on market actors. To our knowledge, the sole approach in the litera-
ture has been to employ dictionary methods, in which a set of n-grams are predefined 
and a document’s sentiment score is calculated based on the relative occurrence of 
positive (e.g. “dovish”) and negative (e.g. “hawkish”) n-grams. This allows for inter-
pretability and consistency. Picault & Renault (2017) (based on ECB press confer-
ences), Bennani & Neuenkirch (2017) (ECB Governing Council speeches), create a 
field-specific hawkish/dovish sentiment dictionary to subsequently create time-series 
sentiment data on ECB speeches; other examples of dictionary techniques include 
Schmeling & Wagner (2015), Correa et al. (2017), Goldfarb et al. (2005), Stekler & 
Symington (2016) and Bennani (2020), the latter using an optimistic/pessimistic dic-
tionary variant. Moniz & de Jong (2014) use Naïve Bayes, a supervised machine 
learning method, to group MPC minute sentences from the Bank of England by topic 
and then infer sentiment via a dictionary method. Popular sentiment dictionaries that 
use the hawkish/dovish distinction include Loughran & Mcdonald (2011) and Apel & 
Blix Grimaldi (2012). Some studies such as Gáti & Handlan (2022) focus on longer n-
grams to capture more context. In all cases, there are no scores to capture the accuracy 
of n-gram classification methods other than manual verification of results. It is thus 
difficult to estimate if the produced sentiment scores truly reflect what the authors 
intended to constitute a positive/negative communication event.  

A challenge of using bag-of-word techniques is to account for the linguistic idio-
syncrasies of central bank communications. These have a notorious character, which 
central bankers such as Alan Greenspan used to wear like a crown and which have 
been laid aside only recently (Blinder et al., 2022; Ferrara & Angino, 2022; Issing, 
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2019). Central bank communications highly depend on context, yet n-grams cannot 
capture this: the bigram “raise rates” flags both the sentences “we will not raise rates” 
and “we will raise rates”, which are opposite in meaning. This is further aggravated as 
dictionaries typically exclude qualitative adjectives (e.g., Loughran & Mcdonald, 
2011), thus leaving the inference of sentiment to the interpretation of nouns. Similar-
ly, topic models like LDA may group communication about both negative and posi-
tive inflation shocks under the same topic, as these typically include the same terms 
(e.g. “CPI”, “interest rates”, “prices”). More sophisticated methods (e.g. using longer 
n-grams) to address such challenges have the adverse effect of substantially reducing 
data points, leading to less robust results when analyzing infrequent communications.  

Another strand of literature is focused on topic models for analyzing central bank 
communications. Boukus & Rosenberg (2006) use Latent Semantic Analysis (LSA) to 
group FOMC statements by themes. Meade & Acosta (2015) and Ehrmann & Talmi 
(2016) use unweighted and TF-IDF-weighted document-term matrices to determine 
cosine-similarity between speeches. Following this topic model approach, Hansen & 
McMahon (2016) and Feldkircher et al. (2023) pursue an LDA-based (Blei et al., 
2003) approach to group speeches by topics or ideological position, respectively. One 
weakness of topic-model approaches is that they do not directly provide an interpreta-
ble sentiment, but merely show connections within document term matrices. Further, 
data-driven methods do not allow for comparability between datasets, which makes it 
difficult to generalize empirical findings with regards to the contents of central bank 
communication.   

A solution may be found in recent finance studies that show that machine learn-
ing algorithms outperform bag-of-word methods in sentiment analysis, including 
domain-specific dictionaries (Frankel et al., 2022; Purda & Skillicorn, 2011). Further, 
Huang et al., (2022) demonstrate that deep-learning models outperform non-deep-
learning models in finance sentiment analysis. Such deep learning models, also re-
ferred to as large language models (LLMs), are typically pre-trained on a large text 
corpus (Devlin et al., 2018; Peters et al., 2018; Radford et al., 2018) and then fine-
tuned on a task-specific dataset to extrapolate sentiment for out-of-sample data. Un-
like dictionary approaches, LLMs detect more general patterns and can thus deter-
mine sentiment without a predefined n-gram present. LLMs have the additional ad-
vantage that they consider the context of a word in a given sentence, e.g., negation is 
detected.   

On the conceptual side, we observe that a large theoretical literature has under-
lined heterogeneity of audiences in central bank communication (Blinder et al., 2022; 
Coibion et al., 2020; Vayid, 2013). For example, Binder (2017) and Coibion & Go-
rodnichenko (2015) consider inflation expectations to be formed differently in house-
holds, firms and financial markets, which according to them would motivate more 
audience-specific communications from central banks. Reid & Siklos (2020) bemoan 
the lack of audience-discriminating data in central bank communications. While 
awareness for audience-specific analysis has thus received substantial theoretical 
support, it is yet to materialize in empirical analyses. Blinder et al. (2008) observe that 
“virtually all the research to date has focused on central bank communication with the 
financial markets” (p. 941). Pfeifer et al. (2022) conduct an audience-based sentiment 
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analysis and demonstrate that Fed communications distinguish between economic 
agents. This means the cui bono question remains unanswered: how valid is the clas-
sification of an event as positive or negative if heterogeneous audiences have oppos-
ing interests? The sentence “we will lower interest rates” may constitute a positive 
event for households who enjoy lower borrowing costs and a negative event for banks 
whose lending profitability is reduced.  

Two problems exist with the current NLP models: the inability to consider con-
textual information (context sensitivity) and the lack of attention to communication as 
an interaction between the speaker and the audience (audience specificity). In the next 
section, we will construct two deep learning-based classification models with the 
hope that they will remedy these two shortcomings of measuring central communica-
tions.   

3 Training Data and Labeling Methodology 

Our corpus comprises the three largest English-speaking databases of central bank 
speeches, the BIS (1998-2022), which includes speeches of 83 central banks from 
Albania to Zambia; the Fed (1948-2022), including speeches of the board of gover-
nors and of the 12 district banks; and of the ECB (1999-2022), including speeches of 
the board members and of the 20 national member banks. The BIS dataset consists of 
10,211 speeches, the Fed dataset of 6,765 speeches and the ECB of 2,405 speeches. 
Unlike many NLP algorithms, deep-learning algorithms such as BERT do not require 
pre-processed inputs (e.g., removing stop words and punctuation, stemming, and 
lemmatizing). Instead, entire raw sentences are taken as inputs. We have thus kept 
pre-processing at a minimum by only separating each speech into individual sentences 
that have at least 20 characters.  

In order to train our economic agent classifier, we labeled 6,205 randomized sen-
tences from the Fed database as speaking either about households, firms, the financial 
sector, the government, or the central bank itself. The question of accurately labeling 
sentences according to these relatively simple criteria can illustrate some of the ambi-
guity issues raised above. For instance, when a central banker speaks about mortgag-
es, the information may be relevant to several actors at once. It could be relevant to 
households looking for home loans, to businesses looking for commercial loans, to 
the financial sector administering such loans or to the public sector, in the case of the 
government-backed mortgages. Lastly, in a context of supervisory oversight, it could 
pertain to the activities of the central bank itself. In each case, context is key to de-
termining the semantic content of the sentence. We have therefore only labeled sen-
tences where it is unambiguously clear that one and only one of our economic agents 
is being spoken about. Sentences about more than one economic agent have not re-
ceived multiple labels.  

The training dataset for our sentiment classifier consists of 6,683 pre-labeled sen-
tences from the Fed database, which are either labeled as being positive or negative. 
We understand positive and negative sentiment as any sentence that talks positively or 
negatively about one and only one of our economic agents. We have thus only labeled 
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the sentiment for sentences that had previously been attributed a label of one of the 
economic agents. Positive and negative sentiment labels include descriptive sentenc-
es, e.g. sentences that simply portray the current, past or future economic situation of 
an economic agent, as well as prescriptive labels, e.g. sentences that make claims 
about how the economic situation should or should not be. It would be tempting to 
suggest that our classifiers are not only able to assess when a central bank is talking 
negatively or positively about the economic situation and prospect of a given eco-
nomic agent, but also to the agent. While we would be cautious in interpreting our 
economic agent classifier in this way, the sentiment classifier may be considered to 
fulfill this task. Sentiment analysis is target-oriented, so that it is reasonable but not 
strictly necessary to assume that expressions of opinions and attitudes about an eco-
nomic agent are also intended to be directed towards that agent. Forward guidance, 
the idea that communicating about the future course of monetary policy, can influence 
economic conditions today, is based on a similar assumption. It considers that what-
ever central banks are speaking about is a mode of address.  

We have created two additional datasets of pseudo-labels from the BIS and ECB 
datasets for each classifier. Pseudo-labelling is the process of adding confident pre-
dicted test data to training data (Riloff 1996; Lee 2013). To further fine-tune our eco-
nomic agent classifier, only additional pseudo-labels for economic agents with a high 
confidence threshold were used. A lower threshold of 77% for the BIS and 79% for 
the ECB was applied. As a result, 4,804 additional labels were created for the BIS and 
4,051 for the ECB. This leaves us with a total of 15,060 labels for classifying eco-
nomic agents in central bank communications. The training dataset for the sentiment 
classifier contains an additional 2,563 pseudo-labels generated from the ECB dataset 
and an additional 4,212 pseudo-labels generated from the BIS dataset, both with a 
lower threshold of 87%. All together, we have 13,458 labels for our sentiment classi-
fier, of which 7,730 are negative and 5,728 are positive. The proportion of each label 
reflects the proportion of the randomized sentences of the Fed dataset. An overview 
of the training data for both classifiers is given in Fig. 1.  
 
Figure 1. Training Data  

 
 

4 Experiments and Results 

Both our economic agents and sentiment classifier are based on the RoBERTa model 
(Liu et al., 2019), which is pre-trained on a large unlabeled text corpus and fine-tuned 
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for our respective downstream tasks. The RoBERTa model is a re-implementation of 
BERT (Devlin et al., 2018) that outperforms it in common benchmarks (GLUE, 
SQuAD). It is a more streamlined version by removing BERT’s next sentence pre-
training and operating with larger mini-batch size, learning rates, and a training da-
taset of 160GB compared to BERT’s 16GB (Liu et al., 2019).  

We use the PyTorch implementation of RoBERTa and of our baseline LLM 
comparison models (BERT, FinBERT, XLNet) via the HuggingFace transformer 
open-source library. We use the base versions of all models because performance 
increases of the large versions were observed to be marginal and could therefore not 
justify the additional computing costs. All training and testing were carried out on a 
A100 SXM4 GPU with 40 GB memory within the Google Colab environment.  

 
4.1 Economic Agents Classifier 

We split the economic agent dataset of 15,060 sentences into 80% (12,048) train-
ing and 20% (3,012) validation data. For this classifier, we focus on RoBERTa with 
BERT and XLNet (Yang et al., 2019) as baseline comparisons. These LLMs are 
trained to assign each sentence from our dataset to one of five economic groups: 
Households, Firms, Financial Sector, Government and Central Bank. We fine-tune 
these models by testing parameters for batch size, learning rate (LR) and epochs. 
Manual testing has yielded the hyperparameters in Fig. 2 to be optimal. Warmup steps 
(n=500), gradient accumulation steps (n=2) and decay weight (0.01) parameters are 
set equal for all models. To increase the batch size and still be able to fit higher batch 
sizes into memory, we add gradient accumulation steps (GAS) to our model. Dropout 
rates and parameter weights are left at the default settings. The results of our training 
are presented in Fig. 3. We find that the RoBERTa model scores higher than both the 
BERT and XLNet models for our training task.  

 
Figure 2: Hyperparameters Agent Classifier  Figure 3: Result Agent Classifier 

Model GAS Batches LR Epochs   Model Precision Recall F1 
BERT 2 32 4e-6 5  BERT 0.92 0.92 0.92 
XLNet  2 32 4e-6 5  XLNet  0.93 0.92 0.92 
RoBERTa 2 64 7e-6 5  RoBERTa 0.93 0.93 0.93 

 
 
4.2 Sentiment Classifier 

We split the sentiment dataset of 13,458 sentences into 80% (10,766) training and 
20% (2,692) validation data. For this classifier, we use a RoBERTa model. For our 
baseline comparison, we consider the LLMs BERT, XLNet and FinBERT (Huang et 
al., 2022). We also consider other machine learning approaches: Support Vector Ma-
chine (SVM), Random Forest, and a two-step TF-IDF and Naïve Bayes (NB) algo-
rithm. SVM separates categories in data by constructing hyperplanes (Mullen & Col-
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lier, 2004). Random Forest Algorithms combine decision trees for data discrimination 
(Frankel et al., 2022). TF-IDF weights words based on frequency, and NB assigns a 
most likely label to a sentence using a simple bag-of-words approach (Li, 2010). 
These additional machine learning models were included in the baseline because they 
represent popular methods in the sentiment analysis literature and thus offer an addi-
tional point of comparison of our model with more traditional machine learning 
methods.  

The models are trained to assign each sentence from our dataset a binary posi-
tive/negative label. As before, we fine-tune the LLM models by testing parameters for 
optimal batch size, learning rate and epochs, the results of which are reported in Fig. 
4. Warmup steps (n=500), gradient accumulation steps (n=2) and decay weight (0.01) 
are set equal, and dropout rates and parameter weights are on default settings. When 
applicable, we test for optimal parameters for the machine learning models via grid 
search. The results of our training are presented in Fig. 5. Our findings show that all 
deep-learning models outperform all non-deep-learning models for our task. Among 
the LLMs, the RoBERTa model outperforms the BERT, FinBERT and XLNet fine-
tuned models.  
 
Figure 4: Hyperparameters Sent Classifier   Figure 5: Result Sent Classifier  

Model GAS Batches LR Epochs   Model Precision Recall  F1 

LSTM  0 64 4e-4 3  TF-IDF 0.82 0.76 0.74 
BERT 2 64 2e-6 5  RF 0.80 0.80 0.79 
FinBERT 2 32 1e-6 5  LSTM 0.81 0.81 0.81 
XLNet  2 32 9e-7 5  SVM 0.83  0.83  0.83  

RoBERTa 2 64 7e-6 5  BERT 0.85 0.85 0.85 
      FinBERT 0.85 0.85 0.85 
      XLNet  0.87 0.87 0.87 
      RoBERTa 0.88 0.88 0.88 

 

5 Conclusion 

Communications relies almost exclusively on bag-of-words methods that ignore 
contextual information. There has also been virtually no empirical literature that dis-
tinguishes central bank communications according to what economic agents are being 
addressed. We introduce CentralBankRoBERTa, a state-of-the-art LLM based on the 
pre-trained RoBERTa model. We fine-tune the model for two tasks: (1) classification 
of economic agents and (2) sentiment in central bank communication. We train our 
model on two novel sets of pre-labeled sentences from FED, ECB and BIS communi-
cations. We benchmark CentralBankRoBERTa on other LLMs (BERT, FinBERT, 
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XLNet) and machine learning techniques (NB, SVM, RF) and find it outperforms 
them in both tasks.  

 CentralBankRoBERTa provides a novel way to account for context in central bank 
communication. Our economic agent classifier may be useful for research interested 
in understanding the ways in which central bank communications address different 
actors within the economy. This can refine previous analyses by discriminating the 
effects of communication on market events by separating the addressed economic 
agent. It also allows researchers to gain insights into whether certain actors are being 
favored or disadvantaged by the central bank’s communications and, by extension, 
monetary policy. By opening up new ways to identify the most attentive audiences, 
researchers can gain insights into which groups are most likely to be impacted by 
monetary policies. The sentiment classifier can be a valuable tool for researchers in-
terested in monitoring how central banks feel about the various constituents of the 
economy and whether these feelings influence economic outcomes. Further, Central-
BankRoBERTa’s two tasks synergize, and researchers may for the first time analyze 
group-specific sentiment, which can spawn novel economic analyses.  
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